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Abstract

The concept of synergy is not new to neuroscience; it has been theoretically and experimentally shown
to arise in the brain. We argue in this paper that synergy is important for a renewed set of reasons.
Firstly, recent work of ours has shown theoretically that it is not always possible to track information
flow in the brain unless we account for synergy in the system. In this paper, we provide a concrete
demonstration of the importance of synergy in tracking information flow through a series of simulations.
Secondly, we show that synergy may arise in ways that one may not expect, using a simulated case study
on grid cells: the same neural activity may be encoding information about location either uniquely or
synergistically, depending upon the resolution at which we interrogate location. Lastly, we believe that
this is a ripe time at which to re-examine synergy as there have been significant recent advances in the
information theory literature on developing well-motivated ways of quantifying synergy. We show how
one such quantification may be applied in practice, using our simulations on information flow, as well as
the case study on grid cells.

1 Introduction

Synergy informally refers to the notion that a whole can be more than the sum of its parts. In information
theory, this takes the form of two variables X and Y jointly conveying some information about a message M
that cannot be obtained from any one of them individually. While this statement offers only a vague intuition
for synergy, several recent works in the information theory literature have proposed concrete definitions for
synergy (Williams and Beer, 2010; Harder et al., 2013; Bertschinger et al., 2014; see Lizier et al., 2018 for a
recent review). Some of these definitions are rooted in strong operational interpretations, relying on ideas
from statistical decision theory. There have also been significant efforts towards finding efficient and practical
estimators for these definitions (Banerjee et al.; 2018). These advances suggest that partial information
measures—measures of unique, redundant and synergistic information—are ready to be used in neuroscience.

Synergy has been explored by many works in neuroscience over the last two and a half decades. For instance,
Schneidman et al. (2003) identified three different kinds of “independence” in the neural code—activity
independence, conditional independence and information independence—the last of these is related to the
synergy between different cells about the stimulus. Gat and Tishby (1999) experimentally identified the
presence of synergy in cats. More recently, works by Timme and Lapish (2018) and Pica et al. (2017) have
described how partial information measures such as unique, redundant and synergistic information may be
used in neuroscience. We revisit the works of both Schneidman et al. (2003) and Timme and Lapish (2018) in
a later section, providing additional context and contrasting some of the finer points of our results with theirs.

Despite the existence of past work addressing synergy in a multitude of ways, we believe that this concept
deserves to be re-examined. Our argument rests on two points, both of which we illustrate in this paper using
simulations:

1. A recent result of ours (Venkatesh et al., 2020b) shows that one must account for synergy in some form,
in order to provably track how information about a stimulus flows through the brain. Understanding
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such dynamical flows of information in the brain, in turn, is essential if we wish to intervene to modify
such flows, particularly for the treatment of various brain diseases and disorders. Unless we account for
synergy, there will always be instances where we cannot consistently identify the flow of information
about a stimulus or response. In the present work, we provide concrete examples of such instances by
simulating circuits at three different scales of neural processing.

2. We also show that synergy can arise in the brain in surprising ways, using a case study on grid cells.
Borrowing from existing models of encoding and error correction in grid cells (Sreenivasan and Fiete,
2011), we build a model for the joint activity of three grid cell modules and examine how information
about spatial location is decomposed between these modules. These simulations show that when
interrogating information about spatially refined location, each module provides unique information
with respect to the others; and when these grid modules possess the capacity for error correction, they
provide redundant information with respect to the others. However, when interrogating information
about location at a coarse spatial resolution, grid cells encode the same information synergistically.

These two results illustrate that synergy may be more common than previously assumed, and even unexpected
in some instances, while at the same time being essential for understanding information flows. Our results
also reveal interesting aspects of neural encoding and the nature of synergistic information. In conjunction
with the aforementioned advances in developing well-motivated measures of synergistic information, these
questions appear to be ripe for further investigation through experimental analyses.

The main results of this paper are organized into three sections. The first deals with the requisite background
knowledge for understanding synergy and the associated partial information decomposition literature. We
then present the results of our simulations showing the connection between synergy and information flow:
this is presented in the form of three experiments, followed by a few general remarks. The last section of our
results shows how synergy may arise in entorhinal grid cells in ways perhaps unexpected. We then present the
details of our simulations in the methods section, and finally conclude with a discussion on the key takeaways
from our work.

2 Results

2.1 Background

Before we can explore the importance of synergy, we first provide an intuitive explanation of what synergy
means. Then, we describe a few different ways in which prior literature in neuroscience has tried to understand
synergy. Finally, we describe how synergy has been formalized through recent advances in the information
theory literature. This section assumes that the reader is familiar with basic information-theoretic concepts
such as Shannon entropy and mutual information (Cover and Thomas, 2012). For convenience, these are
summarized in Table 1 at the end of this section.

Intuitively, synergy refers to the idea two variables X and Y can provide more information about some
message M when taken together, than when considered individually. Schneidman et al. (2003) operationalized
this intuition literally, by considering the difference of total and individual mutual informations. They defined
a quantity that we denote Syn(M : X;Y), referring to the aforementioned difference:

Syn(M : X;Y) :=I(M;(X,Y)) - I(M;X) — I(M;Y) (1)

Schneidman et al. (2003) argued (correctly) that if this quantity was positive, then X and Y had synergistic
information about M, and that if it was negative, then they had redundant information about M.

However, as we shall see, this definition suffered from an important issue, i.e., it did not allow for both synergy
and redundancy to be present simultaneously. In fact, the aforementioned quantity was the difference of
synergistic and redundant information: thus, while Syn(M : X;Y") was positive whenever synergy exceeded
redundancy and negative whenever redundancy was greater, it would always underestimate each as long
as the other was present. Moreover, synergy and redundancy could precisely balance each other, leading



to a cancellation of the two quantities (we will see an example of this shortly). Some of these issues were
recognized by Schneidman et al. (2003), but there were no better ways of quantifying synergy and redundancy
at that time.

Next, we present a more current understanding of synergy, arising out of the literature on Partial Information
Decomposition (PID). The PID framework was first introduced by Williams and Beer (2010) and subsequently
advanced through a series of works, including those of Harder et al. (2013), Griffith and Koch (2014) and
Bertschinger et al. (2014) (Lizier et al., 2018 provide a recent review, and Timme and Lapish, 2018; Pica
et al., 2017 show how the PID may be used in the neuroscientific context).

Williams and Beer (2010) suggested that synergy appears as part of a more general decomposition of the
mutual information between M and (X,Y):

I(M;(X,Y))=UI(M: X\Y)+UI(M:Y\X)+RI(M : X;Y)+SI(M: X;Y). (2)

The four terms on the right hand side are respectively the information about M uniquely contained in X and
not in Y, that uniquely contained in Y and not in X, that redundantly expressed in both X and Y, and that
which only arises out of a synergistic combination of X and Y.

To understand intuitively what these four terms mean, consider the following example:

M - [Ml,M27M3aM4]
X = [My, My, My & 7]
Y = [My, M3, 7]

where My, My, M3, My, Z ~ i.i.d. Ber(1/2), and @ refers to the exclusive-OR (XOR) of two binary variables.
Thus, M has four bits of entropy, spread evenly across M7 through My. X has 1 bit of unique information
about M, encapsulated in Mj, since this is information that cannot be extracted from Y. Similarly, Y has 1
bit of unique information about M not present in X, captured by Ms. Mjs constitutes 1 bit of redundant
information which can be extracted from either X or Y. Finally, M, is present in neither X nor Y since
M @ Z and Z are both individually independent of M,. However, when X and Y are taken together, we can
reconstruct My from the combination [My @ Z, Z]. Thus, X and Y have 1 bit of synergistic information
about M.

Intuition demands that the decomposition in (2) also satisfies two other constraints:

I(M;X)=UIM: X\Y)+RIM: X;Y) 3)

I(M;Y)=UIM:Y\X)+RI(M: X;Y),
since we expect that the total information about M present in X, I(M; X), is the sum of the information
about M uniquely present in X and the information redundantly encoded in both X and Y (which can be
extracted from either). These constraints are summarized in the Venn diagram shown in Figure 1. Since we
have four undefined partial information quantities and three constraints in equations (2) and (3), defining
any one of the four partial information measures suffices to determine the rest.

Williams and Beer (2010) gave a formal definition for these partial information quantities, which is often called
the Minimum Mutual Information (MMI) decomposition. Their decomposition was based on a definition for
the redundant information:

RIyyr(M: X3Y) =min{I(M; X),I(M;Y)}. (4)

Unfortunately, this definition had some critical shortcomings, which is easily seen through a modification of
the example given above. Consider the setting where M = [M;, Ms], X = M; and Y = M;. Then, based on
our intuition, we expect X and Y each to have 1 bit of unique information about M. However, the MMI PID
will find that redundant information is 1 bit, since I(M; X) = I(M;Y) = 1, the unique information in X and
Y is therefore 0, by equation (3), and synergistic information is therefore 1 bit, from equation (2). Thus, the
MMI PID finds 1 bit each of redundant and synergistic information in the simplest of examples where we
intuitively expect 1 bit of unique information in X and Y each.
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Figure 1: A Venn diagram representing partial information measures and their interactions, summarizing equations (2) and (3).
The outer ellipse encompasses the total mutual information about M contained in X and Y, I(M;(X,Y)). The orange circle
represents the mutual information between M and X alone, I(M; X), while the green circle represents that between M and Y
alone, I(M;Y). The orange crescent is the information about M uniquely contained in X, the green crescent is that uniquely
present in Y, the brown overlapping region is the information about M redundantly present in both X and Y, and the blue
region outside both circles is the synergy between X and Y about M.

Unfortunately, being the easiest of the PID measures to compute, the MMI PID is the one that has been
used most. Our work is one of the first (cf. Pica et al., 2017) that computes more complex PID measures in
neuroscientific examples, while also connecting the PID to information flow and encoding.

Bertschinger et al. (2014) proposed a better PID which satisfies our intuitive expectations in a larger number
of cases and has better operational foundations, coming from statistical decision theory. Their decomposition
defines the unique information about M present in X and not in Y as

UIM:X\Y):= qnenAn I,(M; X |Y) where A, ={q:q(m,z)=p(m,z),q(m,y) =pim,y)}. ()
The central intuition behind this definition arises from the following two points:

1. From equations (2) and (3), we have

I(M; X | Y) = I(M;(X,Y)) — I(M;Y) (6)
=UI(M:X\Y)+SI(M:X;Y) (7)

Thus, the conditional mutual information is the sum of the respective unique and synergistic components.

2. Bertschinger et al. (2014) argue that Ul and RI should not depend on the full joint probability
distribution p(m,x,y), rather, they should depend only on the marginal p(m) and the conditionals
p(z | m) and p(y | m) (they justify this using a motivation from statistical decision theory). Since these
marginals and conditionals are identical by definition for all ¢ € A,, UI and RI are constant over A,,.
By taking the minimum conditional mutual information over this entire set, we are intuitively squeezing
out the synergistic component (given that it is always non-negative), and defining what remains to be
the unique information.

The PID framework described above helps us understand where the quantity used by Schneidman et al.
(2003) falls short. Specifically, we have

Syn(M : X;Y)=1(M;(X,Y)) = I(M;X)—I(M;Y)=SI(M: X;Y) - RI(M : X;Y). (8)

Thus, while positive values of Syn(M : X;Y’) may indicate the presence of synergy, and negative values the
presence of redundancy, neither of these implies the absence of the other. It is also possible that both synergy
and redundancy can be positive but exactly equal, cancelling each other out. An example of exactly this
nature was seen above.

Finally, we note that Schneidman et al. (2003) also discuss a notion of conditional independence; however,
their definition states that I(X;Y | M) = 0. This is very different from the notion of conditional mutual
information that we will discuss in the context of information flow. We use I(M; X | Y). This distinction
will be highlighted later.



Notation Meaning

H(M) Shannon entropy of the random variable M
I(M;X) Shannon mutual information between the random variables M and X
UI(M : X\Y) Information about M uniquely present in X and not in Y’
RI(M : X;Y) Information about M redundantly present in X and in Y
SI(M : X;Y) Information about M synergistically present between X and Y

Table 1
Information-theoretic notation used throughout the paper. All information quantities are measured in bits.

2.2 Synergy and Information Flow

Next, we look at how synergy is important for detecting information flow. Through examples, we show that
unless we account for synergy, it is not always possible to track the paths along which information flows
in neural circuits. Measures that account for synergy are those that use some form of conditioning, e.g.,
conditional mutual information, conditional correlation or partial correlation. Simpler measures based purely
on Pearson correlation are unable to consistently track the paths along which information about a stimulus
flows. We show this using simulated examples covering three different scales of neural information processing:

1. Neural circuits processing information encoded in single spikes
2. Circuits processing information encoded in spike trains
3. Information encoded at a population level, in the aggregate activity of multiple neurons

Our simulations are all based on networks of neurons; these rely on a reparameterized version of the
Quadratic Integrate-and-Fire neuron model known as a “Theta” neuron model (Ermentrout and Kopell,
1986). Particulars of the simulation setup may be found in the Methods section.

2.2.1 Information Flow in a Simple XOR Circuit

We begin with a simple demonstration of how synergy may arise in a neural circuit, using the canonical
example of exclusive-OR (XOR) operations. We implement an XOR operation using a network of three theta
neurons. This is achieved as follows:

M XOR Z = (M OR Z) AND NOT (M AND Z) (9)

The XOR operation is realized by dividing it into one OR and two AND operations, each of which is implemented
using a theta neuron with synaptic weights set appropriately, in relation to the neuron’s threshold (this is
depicted in Figure 2a). In the above, M is a “message” (which can be thought of as a stimulus) that the
network is trying to encode or convey, while Z is a noise variable representing an independent signal, or
internal neural variability. M and Z are both encoded in the form of single spikes, i.e., if M =1 in a given
trial, a neuron receiving M as input would receive a single spike, and if M = 0, it would receive no spike.

In all that follows, the three-unit XOR network is condensed into a single “node” for the purpose of examining
information flow.! Using this XOR node, we design a circuit with the intent of demonstrating how accounting
for synergy is essential when inferring information flow (shown in Figure 2b). This circuit consists of three
nodes: the first node X; performs an XOR of M and Z; the second node X5 acts as a delay element and
preserves the noise variable Z along a separate path; and the third node X3 performs another XOR operation,
removing the noise Z and recovering the message M. We see that effectively, information about the message
M is never lost in the circuit. However, at an intermediate time step, it is preserved synergistically in the
form [M @ Z, Z] along two separate edges. Thus, when inferring information flow at this time instant, it is
necessary to account for synergy in the system. Otherwise, we lose track of where information about M is
present in the system.

1Evidence exists, even in the neuroscientific literature, to indicate that single neurons may compute XOR’s in their den-
drites Gidon et al. (2020).
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Figure 2: A demonstration of how synergy is essential for inferring information flow, using a simple XOR network. (a) A depiction
of the circuit designed to perform an XOR operation. Here, all neurons have a threshold of 1, and the numbers on edges are an
indication of approximate synaptic weight. The upper neuron on the left is excitatory and fires if either M or Z is active, thus it
performs an OR operation. The lower neuron on the left is inhibitory and fires only if both M and Z are active, and therefore
performs an AND operation. Since the lower neuron is inhibitory, the neuron to the right fires only if the upper neuron fires and
the lower one does not; effectively resulting in an exclusive-OR of M and Z. (b) The setup of the various nodes used in this
example. Here, X7 and X3 are XOR circuits shown in (a), while X2 is a delay element consisting of excitatory neurons. The
function of this circuit is to create a representation of M that is purely synergistic, comprised of the combination [M & Z, Z]. (c)
The behavior of the circuit in (b) for all four combinations of the binary variables M and Z. Firstly, observe that X1, X> and
X3 behave as intended. Secondly, the activity of X1 and Xo are both individually independent of M, while the activity of X3 is
identical that of M, barring axonal delays. We observe information flow of M in X; around ¢t = 14ms only when conditioning on
X>, in other words, when accounting for synergy.

Figure 2c shows the response of the network for all possible values of M and Z. If we analyze the information
flow of M on different transmissions of this network, we find that around ¢t = 5ms, spikes corresponding to
M and Z are seen, each independent of the other and equally likely to be zero or one (corresponding to
H(M) = 1bit). Around ¢t = 24ms, we find that X3 shows perfect correlation with M, so that I(M; X3) = 1 bit.
Around ¢t = 14ms, however, X; and X5 both show no dependence on M, i.e., I(M;X1) =0 and I(M; X3) = 0.

If we are aware of the underlying anatomy, this should strike us as perplexing, since M appears to have
bypassed X; and X5 to arrive at X3, even though there are no other nodes in the system. The issue, of course,
lies with how we evaluate the “presence of information about M”, which does not account for possible synergy
between X; and X5. Our previous theoretical work (Venkatesh et al., 2020b) proposed to resolve this issue
by conditioning on X5 when examining the information flow of M on X;. Our definition of M-information
flow (see Venkatesh et al., 2020b, Definition 4) states that an edge carries information flow about M if its
transmission depends on M, allowing for conditioning on other concurrent transmissions. In fact, the use of
this definition reveals the flow of information about M on Xj, since I(M; X; | X5) = 1 bit in this example.

Interestingly, this also implies that X5 has information flow of M, since I(M; X5 | X1) = 1 bit. Indeed, any
time a transmission synergistically contributes to the information flow of M, our definition considers it to have
information flow. The reason for this is that it is not easy to determine which of two edges that synergistically
contribute to information about M is “actually” responsible for carrying that information. Indeed, this
precise question was addressed in much greater theoretical depth in another work of ours (Venkatesh et al.,
2020a). For the purposes of our discussion here, it suffices to note that this is not necessarily undesirable,
and that there are pruning-based methods that can, in most cases, remove such edges if the need arises.

The idea that synergy can be expressed using an XOR operation, which can be operationalized using neuron
models, is hardly new. Such examples, in their simplest setting, have been shown before by Timme and
Lapish (2018) and more broadly in the PID literature (Harder et al., 2013; Bertschinger et al., 2014). However,
the idea that synergy plays an important role in inferring information flow has not been pointed out before,
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Figure 3: (a) A schematic of the circuit used to create synergy in the system, similar to the one in Figure 2b. Here, X, and
Xz are spike trains representing M and noise respectively, while X1, X> and X3 are the same as in Figure 2b. (b) The PSTH
of Xy for M =0 and M = 1; note that X, differs significantly for the two values of M (i.e., Xps represents M) only in the
time intervals 30-50ms and 90-150ms.
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until our earlier work (Venkatesh et al.; 2020b). What we have shown here is that the interplay of synergy
and information flow may arise in real neural circuits.

We should also note that examples where accounting for synergy is essential are not limited to the case
of XOR’s. Such situations may also arise in simpler settings, such as with excitatory addition followed by
inhibitory cancellation. There are plenty of biological examples of such self-cancellation circuits, the most
common being those of efference copies (von Holst and Mittelstaedt, 1971), or corollary discharge (Fukutomi
and Carlson, 2020). There is also reason to believe that synergistic encoding is the product of a certain kind
of information mixing, which is common in compression and error-control contexts (we will see one such
example that uses grid cells in a later section). Such information mixing is likely to arise in the olfactory
cortex, where there is evidence of a compressive-sensing—type circuit (Zhang and Sharpee, 2016). Lastly,
coming back to XOR’s, there has even been recent evidence to show that dendrites may compute XOR’s (Gidon
et al., 2020).

2.2.2 Information Flow in a Spike Train Encoding Model

The previous example was simplistic by design, to make the argument for synergy and information flow
succinctly. It was designed using single spikes in order to work cleanly with the XOR circuit model, which
required somewhat precise timing of spike arrival to allow for cancellation of Z. Next, we consider a more
complex scenario, to show that our conclusions about synergy and information flow are not affected by the
aforementioned simplifications. We model a situation where the stimulus M is encoded by a sensory system
in the form of a spike train. M is then passed on to a downstream region for further processing, and we are
interested in how information about M flows in this downstream network.

Once again, to examine the importance of synergy, we take the downstream circuit to be the XOR network we
examined before, where information about M is corrupted by noise Z, and is subsequently recovered through
some form of cancellation. Therefore, the circuit being analyzed is the same as in Section 2.2.1, but M and
Z are now encoded using spike trains rather than as single spikes. We use X; to denote the spike train for
M and Xz to denote that for Z. The spike trains are generated by a randomly connected network of theta
neurons with balanced excitation and inhibition, as shown in Figure 3a. The spike train X, is the output of
a single neuron from this network which encodes the value of M at most time instants. The spike train Xy is
taken to be very noisy, having an equal likelihood of firing and not firing at every time instant.

In this case, we first note that the message M is discernible from the spike train X, only at certain distinct
intervals of time. This is seen in the peristimulus time histogram (PSTH) of X s shown in Figure 3b, where M
is discernible from Xj; only when the light and dark curves (corresponding to M = 0 and M = 1 respectively)
are separated. During these time intervals when M is discernible, we examine whether or not the relevant
nodes in the XOR network reveal information flow about M.

We measure information flow about the message M in a few different ways: first, we use the measure proposed
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Figure 4: (a) Mutual information (blue) and conditional mutual information (red) between M and X; (conditioned on X5).
The dots beneath the graph show time instants at which the mutual information is significant (p < 0.01). During time instants
at which M is discernible from X s, only conditional mutual information reveals the presence of M. (b) Mutual information
between M and X3, showing recovery of information about M. (c,d) The same as in (a,b), but using correlation and MACC
in place of mutual information and conditional mutual information respectively. We see that MACC is an effective substitute
for conditional mutual information in this case, showing that one may be able to account for synergy without a significant
burden on estimation, as long as the mode of dependence is not strictly nonlinear. (e) Around the second time interval when
M is discernible (approximately 100-130ms), we see from (b) and (d) that X3 encodes M; however, when using plain mutual
information (i.e., without accounting for synergy), (a) and (c) show us that X1 and X2 do not. Therefore, the failure to account
for synergy makes it appear as though M momentarily disappears from the network before reappearing at X3. The depiction in
(e) shows estimated flows based on mutual information (MI) and conditional mutual information (CMI): around the first peak at
t &~ 50ms, MI gives significance only partially; around ¢ ~ 80ms, M is not discernible, so all edges have zero flow; around the
second peak at ¢t &~ 100ms, only CMI reveals the flow, and MI shows a break in the information path.



—0.125 — SI(M:X;;X)

20 40 60 80 100 120 140
Time (ms)

Figure 5: An estimate of the synergy between X7 and Xo about M in this system. As we might expect, the synergy is large and
nearly equal to I(M; X1) at time instants when M is discernible.

in our earlier work (Venkatesh et al., 2020b). This is depicted in Figures 4a,b: observe that the transmissions
of X3 show statistically significant dependence with M in the 50-65ms and 100-125ms time periods in
Figure 4b. This corresponds nicely with the time intervals where M is discernible in Figure 3b (approximately
30-50ms and 90-110ms respectively). Figure 4a shows that simple mutual information, I(M; X;), does not
reveal statistically significant information flow about M in the transmissions of X7, especially in the 95-115ms
time interval. However, conditioned on Xo, we see strong conditional dependence in the transmissions of X1,
once again proving the importance of accounting for synergy when inferring information flow.

Since (conditional) mutual information is a difficult quantity to estimate in general, we also show how the
same inferences can be obtained using a simpler adaptation of this measure. We use a correlation-based
approximation of conditional mutual information that we call the mean absolute conditional correlation
(MACC), defined as

, (10)
where p(M,X | Y = y) refers to “conditional correlation”, i.e., the correlation between M and X in the

conditional distribution pys x |y (m, | y), and the expectation in (10) is taken with respect to the marginal
distribution of Y, i.e., py (y).

MACC(M : X;Y) :==E,|p(M, X | Y =y)

Figures 4c,d show analogous results to those we see for mutual information. Only upon conditioning are we
able to track the paths along which information flows in this network. In particular, during the time interval
100-120ms, we see evidence of M at the output of X3, but it is not clear how it got there when we use only
mutual information to examine Xj.

We also show an estimate of the synergy in the system using the definition of Bertschinger et al. (2014),
and the estimation methods of Banerjee et al. (2018); this can be seen in Figure 5. This is one of the first
concrete demonstrations of a sophisticated partial information measure in a neuroscientific context connected
to information flow (cf. Pica et al., 2017). As we might expect, the synergy between X; and X» about M is
large at precisely those time intervals when we see information flow.

2.2.3 Information Flow in a Population Model

Lastly, we examine a scenario where the binary stimulus M is encoded by a population of neurons Py, in
their average firing rate. This scenario is meant to emulate a setting where we use a multi-electrode array to
record from a few different brain regions involved in a task. We also examine a setting where we subsample a
fraction of the neurons in this region as might be the case with a multielectrode array.

Once again, to show how synergy might arise in such a system, we corrupt the message in Pj; with noisy
inputs arising from a second population Pz, which encodes a continuous noise variable Z. Subsequently, if the
average firing rate of Py, is large, a third population P, which is primarily inhibitory, suppresses Pz after an
axonal delay. This is depicted in Figure 6a. Our primary objective is to track which edges carry information
about M at various time instants in this feedback network. In this setting, we measure information flow
using a different approximation of conditional mutual information, namely, partial correlation.
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Figure 6: A depiction of information flow in a population encoding model. (a) A schematic representing the populations and
connectivity used in our simulations. The Pj; population encodes the binary message M in its average firing rate; the Py
population encodes a continuous noise variable Z, and can greatly increase the firing rate of Py;. The P; population is primarily
inhibitory, and inhibits Z when the firing rate of Pys grows large. (b) Correlation (light) and partial correlation (dark) between
M and the transmissions of Pys over time (conditioned on the transmissions of Pz for partial correlation). Information is
encoded synergistically between 90-130ms, and is statistically significant only when accounting for synergy by using partial
correlation. (c) The same figure as in (b), however, only 10% of the neurons in each population were sampled while computing
correlation and partial correlation. All trends we see in (b) are preserved even in (c), showing that synergy, as well as our
methods of computing information flow, are robust to subsampling.

Figure 6b is analogous to Figure 4a for the spike train model. It shows that, unless we are using partial
correlation, we do not see statistically significant information flow about M during the 90-130ms time interval.
Even upon significant subsampling of these populations, we find that the average firing rate robustly encodes
the message; this can be seen in Figure 6¢, where only 10% of all neurons are being sampled. We see that
partial correlation picks up synergistic encoding even when recording from just 20 random excitatory neurons
in P, M-

In this example, our computations assume that we know information about M is encoded in the average firing
rate of the Pp; population. In practice, one may need to determine the manifold along which information
about M is encoded using dimensionality reduction approaches. For the case of the example provided here,
canonical correlation analysis would reveal that the average activity of all neurons encodes the value of M.
However, as long as information is encoded in a dense subspace of neural activity, and the subsampling
mechanism is random with respect to this encoding mechanism, we would expect our results of subsampling
to continue to hold.
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2.2.4 Remarks on our Analysis and Assumptions

A caveat to partial correlation. In the spike train model, we used MACC as an approximation for
conditional mutual information to measure information flow, while in the population model, we used the more
well-known partial correlation. The reason we did this is that partial correlation does not yield statistically
significant information flow in the spike train model: we found that p(M, X; | X3 =0) and p(M, X; | X3 =1)
are nearly equal in magnitude and opposite in sign; therefore, upon taking an expectation with p(Xs), the two
quantities cancel, leading to very small values of partial correlation, which are statistically indistinguishable
from zero. This is why we use the mean absolute conditional correlation (MACC) instead, which takes
absolute values to prevent cancellation. In general, one might want to start by trying to use partial correlation,
which is a well-established method that often has easily available off-the-shelf implementations. If partial
correlation reveals information flow, then one’s analysis is complete, but if not, then one cannot conclude
that there is no flow. Instead an alternative approach based on MACC or some other approximation for
conditional mutual information should be pursued.

Discontinuous information flow. Throughout our examples, we stressed on the idea that we would like
to be able to track the paths along which information about the message M flows. In particular, we wanted
to be aware of which edges and which transmissions carried information about M at every instant of time.
However, there were still many time instants when it was unclear where the message was: for example, in the
single spike XOR model, the time intervals between spikes revealed no information flow of the message M. In
fact, information about M was still present in the network, however, it was being communicated in the form
of membrane voltages along axons or dendrites and could not be seen in spikes or firing rates at the cell body.
This points to a crucial hidden variable in the system: namely, the voltages on the axonal and dendritic
membranes. We will only be truly able to track information flow at the resolution of axonal delays if we also
measure these variables (perhaps using voltage sensitive dyes). However, in practice, we find that we can
get reasonably continuous and satisfactory estimates of flow (while accounting for synergy) due to random
latencies and neural variability; this is evidenced in both the spike train and population encoding models.

2.3 Synergy and Encoding in Grid Cells

In this section, we present a case study on entorhinal grid cells, showing how synergy may arise in interesting
(and possibly surprising) ways in biological neural systems. We begin with a short introduction on how grid
cells encode information about where an animal is spatially located.

2.3.1 A Brief Introduction to Grid Cells

Grid cells are neurons in the entorhinal cortex, which are thought to encode information about where an
animal is spatially located (e.g., within a room). There are a few models of how grid cells might convey such
information (Sreenivasan and Fiete, 2011; Wei et al., 2015); we refer to the work of Sreenivasan and Fiete
(2011), which is briefly described in what follows.

Each grid cell has a distinct periodic firing pattern, in that its firing rate is modulated at periodic spatial
intervals. Furthermore, grid cells are organized into groups, or “modules”; that all have the same periodicity
(or wavelength) in their firing patterns, though their patterns may be shifted with respect to the others’.
Since the cells within a module all have the same period but different phase offsets in their firing fields, these
cells can be thought of as constituting a population code encoding the phase of the animal’s location within
that module’s wavelength. As a result, the joint activity of all cells within a module can only describe the
animal’s position modulo that module’s wavelength.

In order to encode location beyond a single wavelength, the entorhinal cortex consists of multiple such grid
cell modules, each with their own distinct wavelength. A simple yet effective way of understanding how grid
modules jointly encode information about location is to visualize the residual uncertainty in an animal’s
location, given the activity of a module. A one-dimensional version of this is depicted in Figure 7a. If the
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Figure 7: A 1D model of the activity of grid cell modules. (a) The residual uncertainty in location (also called the conditional
distribution, or posterior distribution of location), given the activity of one grid module. (b) A depiction of the residual
uncertainty as the animal moves along the 1D track, showing how the conditional distribution also moves along with the animal.
(c¢) The conditional distributions of location, given the activities of three different grid modules (here, shown with wavelengths of
A1 =3, A2 =4 and A3 = 5). We see that all three posterior distributions’ peaks align only at the animal’s true location. This
indicates how grid modules come together to encode information about an animal’s location.

prior distribution on the animal’s location was uniform, then the posterior probability of location given the
activity of a single module looks like a series of periodic peaks, separated by the wavelength of that module.
Figure 7b shows how this posterior distribution shifts as the animal moves. The animal’s location is uniquely
determined only when we consider the joint activity of multiple modules: this is shown in Figure 7c. In
particular, the posterior distributions of all grid modules align at the animal’s true location, so that the
product of these posterior distributions peaks at the true location.

Sreenivasan and Fiete (2011) suggest that, in order to maximize the amount of space grid cells can encode,
the wavelengths of different modules ought to be “co-prime” (or “incommensurate”) with respect to each
other. The expectation is that the total “range” that can be covered using an encoding scheme such as this is
exponential in the number of modules, or more precisely, of the order of the product of their wavelengths.
Sreenivasan and Fiete (2011) also claim that the maximum range that may be encoded using all modules is
far greater than is likely to be necessary in an animal’s lifetime; thus an animal would instead encode only a
restricted range, so that any additional modules are effectively used as redundancy against neural variability.

A key takeaway from this depiction is that, given the activity of a single module, there is typically still a lot
of residual uncertainty which is spread across the entire possible range of movement. It is only when we put
information from several modules together that we get a refined understanding of the animal’s location. Since
information about location is encoded jointly by multiple modules, and no one module reveals this information
on its own, this system provides an excellent opportunity for understanding how partial information measures
may be useful in practice.

To understand the broader applicability of the PID framework, we examine situations encompassing all three
types of partial information: unique, redundant and synergistic. However, in keeping with the central theme
and motivation of the paper, we will focus on how synergy arises in grid cells, and what this teaches us about
both synergy and information encoding. The introduction to grid cells above, as well as Figure 7 may suggest
that information is primarily encoded synergistically, due to the fact that many modules come together to
supply information about location: in what follows, we will see whether this is indeed the case.

2.3.2 Model setup

In this section, we briefly describe how we setup a model for a few different grid modules encoding a
one-dimensional location. To keep our simulation simple and to focus on parameters of importance, we forego
a spiking neuron model and instead directly model the activity of an entire grid module. We do this by
assuming a conditional distribution for the residual uncertainty in location, given each module’s activity.
In order to account for neural variability, we let these conditional distributions have different degrees of
“variance” (see methods for details).

We consider a total of three modules: in our simulations and analyses, we use wavelengths of 9, 10 and 11
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Figure 8: Estimated partial information about location between grid modules in different settings, accompanied by an explanatory
figure. Each figure uses three grid modules with wavelengths A\1 = 9, A2 = 10 and A3 = 11 for a total of 990 possible locations.
(a) Quantification of unique, redundant and synergistic information about location, between each grid module and the two
others, when the grid cells utilize their full encoding range of R = 990 units, and we are interested in resolving location at
a fine scale of r = 1 unit. We see that all of the information is uniquely encoded, with each module containing only unique
information with respect to the other two. This indicates that each module reduces uncertainty about location independently of,
and to roughly the same as, the others. However, total information content drops sharply with increasing neural variability. (b)
Estimated partial information measures when utilizing a reduced encoding range of R = 90 units, when we are interested in a
resolution of » = 1 unit. Here, any two modules suffice to fully express information about location, while the remaining module
provides redundancy against neural variability. We see that all of the information is redundant in the absence of noise, and that
there is a mixture of redundant and unique information as neural variability increases, while synergistic information remains
close to zero. Total information is lower to begin with since we are encoding fewer total locations; however, compared to the
setting in (a), it also drops off less steeply with increasing variability. (c) Partial information measures for a full encoding range
of R =990 units, but when we are interested in a very coarse resolution of r = 495 units, i.e., whether the animal is in the left
or right half of the room. We see that each module contains purely synergistic information about location with respect to the
other two in the absence of noise. As neural variability increases, information content drops almost immediately to zero.

units; for the purpose of illustration, we use wavelengths of 3, 4 and 5 units (this is explicitly mentioned
where needed). The conditional distributions are discretized to simplify the implementation of computing
information measures. Once again, we use the PID of Bertschinger et al. (2014), and compute partial
information measures using the implementation by Banerjee et al. (2018).

2.3.3 Unique, Synergistic and Redundant Information in Grid Cells

First, we examine the extent of unique, redundant and synergistic information between each module and
the other two, in a setting where they encode the maximum encoding range of 9 x 10 x 11 = 990. Figure 8
shows the unique, redundant and synergistic information in each module with respect to the other two, as a
function of increasing neural variability. The main takeaway from this figure is that all of the information
content is actually unique to each module. In other words, while each module conveys little about location by
itself, there are no synergistic effects. Thus, the joint information from two different modules is not greater
than their sum. What this shows, therefore, is that each module reduces uncertainty about location in a
way that is “orthogonal” in some sense to the others. This may even be expected, considering that we are
operating at maximum “capacity”, when encoding the maximum possible range.

Next, we examine a setting where we allow for a reduced encoding range. We consider a reduced range
of 9 x 10 = 90, and compute unique, redundant and synergistic information about location between each
module and the other two, as before (see Figure 8). Here, as expected, we find that in the absence of neural
variability, each module contains purely redundant information with respect to the other two (since any
two other modules suffice to encode this range). On the other hand, as variability rises, the redundancy
drops sharply, while uniqueness rises, and total mutual information drops more slowly. This suggests that
error correction is in effect; indeed the presence of a combination of redundant and unique information could
indicate some form of error correction in other settings as well. However, there is no synergy even in this
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Figure 9: An explanation of why synergistic information behaves in the way shown in (c). The first three rows show a discretized
representation of the residual uncertainty in location, given the activity of each module (for ease of explanation, we use \; = 3,
A2 = 4 and A3 = 5 respectively). The net residual uncertainty is roughly equal in both left and right halves of the room (white
and grey regions), indicating that each module by itself gives no information about left-vs-right. The next three rows show the
residual uncertainty, given the activities of pairs of modules: (3, 4), (3, 5) and (4, 5) respectively. Once again, the net residual
uncertainty is approximately equal in the two halves of the room, and would only get more evenly spread as the wavelengths
increase in magnitude. This indicates that even pairs of modules, taken together, do not convey much information about whether
the animal is in the left or right half of the room. It is only when all three modules’ activities are accounted for that the
distribution collapses into one half of the room, providing the one bit of information about whether the animal is in the left or
right. This is a quintessential example of synergistic encoding, where individual or pairwise modules give little to no information
about left-vs-right, but together, they completely specify this information.

setting, at any noise level.

Finally, to understand how synergy can arise in such a system, we change the “question” we are asking:
instead of looking at information about precise location, we consider information about coarse location, for
example, is the animal in the left or right half of the room? When we change the question, or in effect, the
message under consideration, we find that synergy arises in this system. The intuition for this is explained in
Figure 9. We find that the residual uncertainty in location, given the activity of one module, spans both left
and right halves of the room equally. Thus the uncertainty in left-vs-right remains as it did before we knew
the activity of a module. The same applies when we know the activities of any pair of modules. Indeed, it is
only when the activities of all three modules are known that the residual distribution collapses into one of the
two halves of the room. This is indeed close to the canonical example for synergy: each module individually
gives little to no information about a message, but jointly they explain everything about the message.

The main takeaway from this analysis is that synergy can arise in a circuit in unexpected ways: in this
instance, changing the message changed how it was represented between different modules.

We believe that measuring partial information quantities may help distinguish between hypotheses such as
that of Sreenivasan and Fiete (2011) and Wei et al. (2015).

3 Methods

3.1 Details of Simulations for Information Flow
3.1.1 Neuron model
Simulations used the theta model for neurons (Ermentrout and Kopell, 1986). The theta model is a change

of variables from the standard Quadratic Integrate-and-Fire (QIF) model that expresses the voltage in terms
of an angle on the unit circle, V(t) = tan(6/2). A neuron spikes when § = 7 (V — o0) and is reset by
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subtracting 27 (0 — —m, V — —o0), thereby removing the discontinuity of the QIF model. Each neuron is
governed by the set of differential equations

k
% =1 —cos(0%) + (1 + cos(6%))(IX + wks, — wks;) + oe (11)
dsy, _ 1

where k indicates the type of neuron (excitatory or inhibitory), € ~ A(0,1) is independently drawn for every
neuron at every time step, and f is the number of presynaptic neurons of type k that fired at the last time
step. The constant parameters are the input current I(’)f , strength of excitatory (inhibitory) synapses w” (wf),
strength of noise o, and synaptic decay time 7. The equations were numerically integrated using Euler’s

method (dt = 0.1ms).

3.1.2 Connectivity models

We considered three main connectivity models. As an intermediate step, three theta neurons were arranged
to perform the XOR operation, as shown in Figure 2a. Our approach differs from the XOR gate in Timme
and Lapish (2018) in that we rely on different connection weights to produce the desired effect rather than
a constant background inhibition. Recent results from Gidon et al. (2020) suggest that cortical dendrites
possess an activation function capable of computing XOR with individual neurons, thus we consider each XORr
gate as a single node regardless of its exact implementation. Two of these gates and an excitatory neuron
were used to produce the first network with synergistic information. Figure 2b shows this network unrolled in
time, where X; and X3 are the XOR gates and X5 is the excitatory neuron. Table 2 gives the parameter
values for these neurons.

The binary message variable M and the noise variable Z were represented by spike trains produced by
large, sparsely connected networks of theta neurons (Table 3). To encode M = 1, a constant stimulus
(Io — Ip 4+ 0.05) was applied to a single excitatory neuron, raising its firing rate and propagating the message
through the network. On the other hand, when M = 0 there was no such added stimulus. In both cases, the
output of a different excitatory neuron in the network was used as the spike train input for M. Figure 3b
shows spike histograms produced for M over 1000 trials. To encode the noise variable Z, the level of noise
within the network (o) was raised so that there was an almost 50% chance of a neuron spiking within each
time bin. The resulting spike trains were uncorrelated from trial to trial.

Simulations were run for 150 ms and divided into 10 ms time bins. Correlations with the message, p(M, X;),
were calculated for every time bin over 1000 trials, where X; is the number of spikes produced by that node
in the given time bin. To reveal synergistic information, we also calculated the conditional correlations
p(M,X; | X; =0) and p(M,X; | X; > 0). Calculation of p-values was done using the built-in Matlab
function, and a significance level of p = 0.01 is shown on all figures for reference.

With population encoding, the nodes of the network became populations of theta neurons, and M and Z were
encoded in the average firing rate of a population. Figure 6a shows the arrangement of these populations.
Py is the encoding population and receives input from M throughout the simulation/starting at 30 ms. M
is again a binary message variable and determines whether neurons in Py, receive a constant input current,
thereby determining the average firing rate (Table 4). Py is the noise population and receives input from Z
after 40 ms/70 ms. Z is independently drawn from a uniform distribution between 0 and 1, and samples
are drawn until the magnitude of the correlation between M and Z across trials is less than 0.0001. Z then
determines the input current to X5 (Table 5). Py is the inhibition population, and it is designed so that it
easily sustains input from Pj; and provides strong inhibition to Pz, with appropriate delays to better see the
flow of information (Tables 6 and 7).

Simulations were run for 200 ms with a 30 ms transient period and divided into 10 ms time bins using a
moving window. As with single neuron encoding, correlations with the message, p(M, X;), were calculated
for every time bin over 100 and/or 1000 trials, where X; was now the average firing rate of the population
in a given time bin. Since the firing rate is nearly a continuous variable, partial correlations (instead of
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conditional correlations) were calculated to reveal synergistic information. Calculation of p-values was again
done using the built-in Matlab function, and a significance level of p = 0.01 is shown on all figures.

3.2 Details of Simulations of Grid Cells

The conditional distribution for location given a grid module’s activity was assumed to be a von Mises
distribution (this is what is shown in Figure 7). For the purpose of computing partial information measures,
however, we require discrete distributions; therefore we use a discretized version of the von Mises distribution.
Neural variability affects the width of the resulting conditional distribution, and is parameterized using the
circular variance of the von Mises distribution.

We compute partial information measures where the message is taken to be the discretized location (one of
990 possible locations when considering the full encoding range), and the two constituent variables are the
activity of one module and the joint activity of the two others.

4 Discussion and Conclusion

Our simulations show that synergy may be prevalent in neural circuits: the XOR examples (both based on
individual spikes as well as using spike trains) and the population coding example show that synergy is
essential for inferring information flow; on the other hand the grid cell simulation shows that synergy may
arise in a system when we change the message.

In other words, the grid cell example shows that even if we have previously examined and understood a
system, novel stimuli may engender unexpected synergistic responses. Furthermore, unless we are able to
identify and account for possible synergy (through conditioning of some form), we will be unable to track the
paths along which information flows.

We also showed that synergy and its associated partial information measures of uniqueness and redundancy
can be estimated in fairly complex settings using novel definitions and algorithms. The same applies to
information flow: although our original definitions were based on conditional mutual information, one can
often arrive at the same inferences using simpler measures such as partial and conditional correlation.

Our paper therefore makes a case for consciously examining the possibility of synergistic encoding in neural
circuits and systems: because synergy may arise in ways we do not expect, because it affects our determinations
of information flow, and because we now have the tools to measure it.

5 Supplementary Material

Parameter Value

Constant input current to all neurons () -0.03

Synaptic weight, large (wr,) 0.80

Synaptic weight, small (wg) 0.40
Synaptic decay time for all connections (7) 2

Strength of noise, XOR network (o) 0.03

Strength of noise, excitatory/inhibitory network (o)  0.04

Table 2
Parameter values for the single neuron encoding networks
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Parameter Value

Number of excitatory neurons 30
Number of inhibitory neurons 30
Probability of connection among all neurons 0.10
Constant input current to excitatory neurons (I§) 0
Constant input current to inhibitory neurons (I§) 0
Synaptic weight from excitatory to excitatory neurons (w¢) 0.30
Synaptic weight from excitatory to inhibitory neurons (w?) 0.15
Synaptic weight from inhibitory to excitatory neurons (w§) 0.50
Synaptic weight from inhibitory to inhibitory neurons (w}) 0.20
Synaptic decay time for excitatory connections (7 ) 2
Synaptic decay time for inhibitory connections (7;) 8
Strength of noise for M, XOR network (o) 0.03
Strength of noise for M, excitatory/inhibitory network (ops)  0.04
Strength of noise for Z (oz) 0.25

Table 3
Parameter values for the networks that generate M and Z spike trains in single neuron encoding

Parameter Value
Number of excitatory neurons 200
Number of inhibitory neurons 200
Probability of connection among all neurons 0.10
Constant input current to excitatory neurons, M = 0 (I§) 0
Constant input current to inhibitory neurons, M = 0 (I}) 0
Constant input current to excitatory neurons, M =1 (I§) 0.01
Constant input current to inhibitory neurons, M =1 (I}) 0.005
Constant input current start time 0 ms/30 ms
Synaptic weight from excitatory to excitatory neurons (w¢) 0.30
Synaptic weight from excitatory to inhibitory neurons (w) 0.15
Synaptic weight from inhibitory to excitatory neurons (wg) 0.50
Synaptic weight from inhibitory to inhibitory neurons (w?) 0.20
Synaptic decay time for excitatory connections (7e) 2
Synaptic decay time for inhibitory connections (7;) 8
Strength of noise (o) 0.10
Table 4

Parameter values for the encoding population (X71)
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Parameter Value

Number of excitatory neurons 100
Number of inhibitory neurons 100
Probability of connection among all neurons 0.20
Constant input current to excitatory neurons (I§) Z ~ Uniform(0, 1)
Constant input current to inhibitory neurons (19) 15
Constant input current start time 40 ms/70 ms
Synaptic weight from excitatory to excitatory neurons (w¢) 0.30
Synaptic weight from excitatory to inhibitory neurons (w?) 0.15
Synaptic weight from inhibitory to excitatory neurons (wg) 0.50
Synaptic weight from inhibitory to inhibitory neurons (w}) 0.20
Synaptic decay time for excitatory connections (7e) 2
Synaptic decay time for inhibitory connections (7;) 8
Strength of noise (o) 0.10
Table 5
Parameter values for the noise population (X2)
Parameter Value
Number of excitatory neurons 100
Number of inhibitory neurons 300

Probability of connection from excitatory to excitatory neurons  0.50
Probability of connection from excitatory to inhibitory neurons  0.75
Probability of connection from inhibitory to excitatory neurons  0.01
Probability of connection from inhibitory to inhibitory neurons  0.01

Constant input current to excitatory neurons (I§) -0.050
Constant input current to inhibitory neurons (I§) -0.025
Constant input current start time 0 ms
Synaptic weight from excitatory to excitatory neurons (w¢) 0.30
Synaptic weight from excitatory to inhibitory neurons (w?) 0.15
Synaptic weight from inhibitory to excitatory neurons (wy) 0.50
Synaptic weight from inhibitory to inhibitory neurons (w?) 0.20
Synaptic decay time for excitatory connections (7.) 2
Synaptic decay time for inhibitory connections (7;) 8
Strength of noise (o) 0.10
Table 6
Parameter values for the inhibition population (X3)
Parameter Value

X1 to X3 connection probability (excitatory to excitatory neurons)  0.10
X3 to Xo connection probability (inhibitory to excitatory neurons)  0.75
Xo to Xy connection probability (excitatory to excitatory neurons)  0.10

Delay between X; and X3 10 ms

Delay between X3 and X5 15 ms

Delay between X5 and X3 0 ms
Table 7

Inter-population parameter values
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