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#### Abstract

Partial information decompositions (PIDs), which quantify information interactions between three or more variables in terms of uniqueness, redundancy and synergy, are gaining traction in many application domains. However, our understanding of the operational interpretations of PIDs is still incomplete for many popular PID definitions. In this paper, we discuss the operational interpretations of unique information through the lens of two well-known PID definitions. We reexamine an interpretation from statistical decision theory showing how unique information upper bounds the risk in a decision problem. We then explore a new connection between the two PIDs, which allows us to develop an informal but appealing interpretation, and generalize the PID definitions using a common Lagrangian formulation. Finally, we provide a new PID definition that is able to capture the information that is unique. We also show that it has a straightforward interpretation and examine its properties.

The full version of this paper is available online [1].


## I. Introduction

Partial information decompositions (PIDs) have become a popular method for understanding the information interactions between multiple random variables. A bivariate PID seeks to decompose the information that two variables $X$ and $Y$ convey about a message $M$, into parts that are unique to $X$, unique to $Y$, redundant to $X$ and $Y$, and synergistic [2]-[4].

As a simple example, consider a message $M=\left[M_{1}, M_{2}\right.$, $\left.M_{3}, M_{4}\right]$, and two variables $X=\left[M_{1}, M_{3}, M_{4} \oplus Z\right]$ and $Y=\left[M_{2}, M_{3}, Z\right]$, where $M_{i}, Z \sim$ i.i.d. $\operatorname{Ber}(1 / 2)$ and $\oplus$ represents an XOR operation between bits. Here, $X$ has one bit of unique information about $M$, i.e., $M_{1}$, which is not present in $Y$. Similarly, $Y$ has one bit of unique information about $M$, i.e., $M_{2}$, which is not present in $X$. There is one bit of redundant information, i.e., $M_{3}$, which can be extracted from either $X$ or $Y$ taken alone. Finally, there is one bit of synergistic information, i.e., $M_{4}$ : this information cannot be extracted from either $X$ or $Y$ individually, but can be recovered when both are taken together.

PIDs have found applications in various fields, from neuroscience [5], [6] (where one may want to examine the interaction between stimuli, neural activity and behavioral response) to financial markets [7]. PIDs have also been used to explain how information complexity decreases through the layers of a deep neural network [8], as well as by us to develop new measures of fairness in machine learning [9].

Despite increasingly widespread adoption, there is still no consensus on how PIDs should be defined, and even more so, on how to operationally interpret partial information quantities (e.g., see [10], [11]). In this paper, we focus on
interpretations of unique information. What do we mean by an operational interpretation here? In essence, we would like to make formal a statement of the variety " $X$ has access to $u$ bits of information about $M$ that $Y$ does not have access to". A concrete operational interpretation would mathematically define terms like "having access" within a certain context.
One popular approach for operational interpretations has relied on the concept of Blackwell sufficiency from statistical decision theory. Blackwell sufficiency is a formal way to determine whether $X$ contains all of the information that $Y$ has about $M$. Thus, it becomes a natural basis for discussing how two variables carry information about a message. ${ }^{1}$ Bertschinger et al. [4] used Blackwell sufficiency to motivate a definition of unique information. But their interpretation only addressed whether the unique information was zero or non-zero, and did not provide an interpretation for the quantity of unique information. More recently, Banerjee et al. [3] and Rauh et al. [12] interpreted the quantification of unique information as an upper bound on a "secret key rate", which is well-defined in the context of information-theoretic security. However, such an interpretation is less well-defined other contexts like neuroscience, where there is no clear analog for an eavesdropper or a secret key.

In this paper, we consider two PID definitions based on Blackwell sufficiency [3], [4], and discuss a more broadly applicable operational interpretation of the quantity of unique information in each case. Extending classical results on socalled "deficiency" measures [13], [14], it can be shown that the unique information about $M$ present in $X$ w.r.t. $Y$ upper bounds the difference in risk attained in a decision problem, when one uses $X$ rather than $Y$ to make decisions pertaining to $M$. This interpretation was also stated in passing by Banerjee et al. [3]; we believe this is a more broadly applicable interpretation, and hence place renewed emphasis on it here (Sections III-A and III-B). In the process, we also explicitly discuss gaps in our understanding that are yet to be filled (Section III-C).

We then identify a previously unrecognized connection between the aforementioned PIDs, which shows that the two definitions swap the objective and constraint in their respective optimizations (Section III-D). This discovery allows us to clarify how these definitions are related to Blackwell sufficiency, and provide an informal but appealing interpretation for them (Section III-E). Finally, we develop a novel generalization of

[^0]the two PIDs, through a common Lagrangian (Section III-F).
Going beyond operational interpretations, we would also like to know what the unique information is, not just how much there is. Towards this, in Section IV, we propose a new PID definition (which we had hinted at in our previous work [15]) that "captures" the part of $M$ that is unique in the form of a random variable. We show that it forms a valid non-negative decomposition obeying intuitive bounds, and that it has a simple and appealing interpretation. We also show that this PID definition is Blackwellian [16] when $M, X$ and $Y$ are jointly Gaussian.

## II. BACKGROUND

## A. Notation

- Let $M, X$ and $Y$ be three random variables with sample spaces $\mathrm{M}, \mathrm{X}$ and Y respectively, and joint density $P_{M X Y}$.
- Let $\mathcal{C}(\mathrm{A} \mid \mathrm{B})$ denote the set of all channels (conditional distributions) from A to B , so for example, $P_{X \mid M} \in \mathcal{C}(\mathrm{X} \mid \mathrm{M})$.
- Let $\circ$ denote composition of channels, i.e. $\forall a \in \mathrm{~A}, c \in \mathrm{C}$,

$$
\left(P_{A \mid B} \circ P_{B \mid C}\right)(a \mid c):=\int_{\mathrm{B}} P_{A \mid B}(a \mid b) \cdot P_{B \mid C}(b \mid c) d b
$$

- To keep the exposition simple, we ignore any measuretheoretic nuances. All conditional distributions and information measures are assumed to be well-defined.


## B. Defining PIDs

There are many notions of partial information decompositions: we focus here on the bivariate case, which decomposes the information that two variables $X$ and $Y$ have about a message $M$. Such a PID is typically defined by a set of four functions of the joint distribution $P_{M X Y}$-denoted $U I(M: X \backslash Y), U I(M: Y \backslash X), R I(M: X ; Y)$ and $S I(M: X ; Y)$ (or $U I_{X}, U I_{Y}, R I$ and $S I$ respectively for brevity)—which satisfy the following basic equations:

$$
\begin{align*}
I(M ;(X, Y))= & U I(M: X \backslash Y)+U I(M: Y \backslash X) \\
& +R I(M: X ; Y)+S I(M: X ; Y)  \tag{1}\\
I(M ; X)= & U I(M: X \backslash Y)+R I(M: X ; Y)  \tag{2}\\
I(M ; Y)= & U I(M: Y \backslash X)+R I(M: X ; Y) \tag{3}
\end{align*}
$$

Equation (1) implies that the total mutual information about $M$ conveyed by $X$ and $Y$ is the sum of four partial information components: one unique to $X$, one unique to $Y$, another redundant to both $X$ and $Y$, and the last which is synergistic, respectively. Equations (2) and (3) enforce that the individual mutual information of $X$ or $Y$ with $M$ is the sum of the redundant information and the corresponding unique information. ${ }^{2}$ These equations impose three constraints on the four partial information components, such that defining any one component suffices to specify the other three.

In this paper we discuss the operational interpretations of two existing PID definitions due to [3] and [4] in Section III, and then introduce a new PID definition in Section IV. We

[^1]begin by stating the first two definitions, and defining the concept of Blackwell sufficiency upon which they are based.
Definition 1 ( $\delta$-PID [3]). Let the (weighted output) deficiency ${ }^{3}$ of $Y$ with respect to $X$ about $M$ be defined as ${ }^{4}$
\[

$$
\begin{equation*}
\delta(M: X \backslash Y):=\inf _{P_{X^{\prime} \mid Y} \in \mathcal{C}(\mathrm{X} \mid Y)}^{\mathbb{E}_{P_{M}}}\left[D\left(P_{X \mid M} \| P_{X^{\prime} \mid Y} \circ P_{Y \mid M}\right)\right] \tag{4}
\end{equation*}
$$

\]

Then, the deficiency-based redundant information about $M$ present in $X$ and $Y$ is given by

$$
\begin{array}{r}
R I^{\delta}(M: X ; Y):=\min \{I(M ; X)-\delta(M: X \backslash Y)  \tag{5}\\
I(M ; Y)-\delta(M: Y \backslash X)\}
\end{array}
$$

Using equations (1)-(3), $R I_{X}^{\delta}$ fully determines the $\delta$-PID, i.e. $U I_{X}^{\delta}, U I_{Y}^{\delta}$, and $S I^{\delta}$.

Definition 2 ( $\sim-\mathrm{PID}^{5}$ [4], [17]). The unique information about $M$ present in $X$ and not in $Y$ is given by

$$
\begin{equation*}
\widetilde{U I}(M: X \backslash Y):=\min _{Q \in \Delta_{P}} I_{Q}(M ; X \mid Y) \tag{6}
\end{equation*}
$$

where $\Delta_{P}:=\left\{Q_{M X Y}: Q_{M X}=P_{M X}, Q_{M Y}=P_{M Y}\right\}$ and $I_{Q}(\cdot \mid \cdot)$ is the conditional mutual information over the joint distribution $Q_{M X Y}$.

As with the $\delta$-PID, equations (1)-(3) fully determine the remaining components of the $\sim-$ PID.

## C. Blackwell sufficiency and Blackwellian PIDs

Blackwell sufficiency provides a partial order between random variables based on how informative they are about a message $M$. This notion was used by [4] to provide an operational motivation for the $\sim-\mathrm{PID}$, and also underlies the basis of the $\delta$-PID [3].
Definition 3 (Blackwell sufficiency: $\succcurlyeq_{M}$ ). We say that $a$ channel $P_{X \mid M}$ is Blackwell sufficient w.r.t. another channel $P_{Y \mid M}$ (denoted $X \succcurlyeq_{M} Y$ ) if $\exists P_{Y^{\prime} \mid X} \in \mathcal{C}(\mathrm{Y} \mid \mathrm{X})$ such that

$$
\begin{equation*}
P_{Y^{\prime} \mid X} \circ P_{X \mid M}=P_{Y \mid M} \tag{7}
\end{equation*}
$$

Intuitively, $X \succcurlyeq_{M} Y$ means that we can generate a new random variable $Y^{\prime}$ from $X$ (using the stochastic transformation $P_{Y^{\prime} \mid X}$ ) so that the effective channel from $M$ to $Y^{\prime}$ is equivalent to the original channel from $M$ to $Y .{ }^{6}$ It was shown by Blackwell [18] that if $X$ is Blackwell sufficient for $M$ w.r.t. $Y$, then it is always preferable to observe $X$ rather than $Y$, for making decisions about $M$. This operational interpretation of Blackwell sufficiency was extended to PIDs by [4]:

Definition 4 (Blackwellian PID). A bivariate PID on $P_{M X Y}$ is said to be Blackwellian if

$$
U I_{X}=0 \Leftrightarrow Y \succcurlyeq_{M} X \quad \text { and } \quad U I_{Y}=0 \Leftrightarrow X \succcurlyeq_{M} Y
$$

[^2]This means that (for a Blackwellian PID definition) the unique information in one variable is zero only if it is always beneficial to observe the other variable to make decisions about $M$. Conversely, if $X$ is not Blackwell sufficient for $M$ w.r.t. $Y$, then $Y$ must have some unique information about $M$ that $X$ cannot access.

However, it is important to note that a Blackwellian PID is only operationally motivated to the extent of whether or not the unique information is zero. It does not lend an operational interpretation as to the volume of unique information when it is non-zero.

## III. Interpreting the $\delta$ - And $\sim-$ PIDs

## A. Deficiency upper bounds the difference in risk

The $\delta$-PID derives its operational interpretation directly from that of deficiency [13], [19], upon which it is based. The deficiency of $Y$ w.r.t. $X$, originally defined by Le Cam [19], measures how far from Blackwell sufficient $Y$ is, w.r.t. $X$.

Le Cam's original notion of deficiency was defined using the total variation distance, and as a worst case over realizations of $M$. That was a frequentist context, where $M$ was a statistical parameter and not a random variable. Following Raginsky [20], the Le Cam deficiency of $Y$ w.r.t. $X$ about $M$ is:

$$
\begin{align*}
\delta^{\mathrm{LeCam}}(M: X \backslash Y) \\
\quad:=\inf _{\substack{P_{X^{\prime} \mid Y} \\
\in \mathcal{C}(X \mid Y)}} \sup _{m \in \mathrm{M}}\left\|P_{X^{\prime} \mid Y} \circ P_{Y \mid M=m}-P_{X \mid M=m}\right\|_{T V} \tag{8}
\end{align*}
$$

The Le Cam deficiency can be interpreted as upper bounding the difference in risk (for any bounded loss function) when using $X$ rather than $Y$ to make decisions based on $M$. We can state this formally, using the setup of a decision problem:

Definition 5 (Decision problem). Suppose we need to perform actions based on the value of $M$, which we cannot observe directly (e.g., we may want to estimate the value of $M$ ). We have access to either $X \sim P_{X \mid M}$ or $Y \sim P_{Y \mid M}$, which can give us information about $M$. The actions we take after observing either $X$ or $Y$-call these $\widehat{M}_{X}(x)$ and $\widehat{M}_{Y}(y)$ respectivelyincur a bounded loss that depends on the chosen action and the value of $M$. Let $\mathcal{L}(\widehat{M}(\cdot), M)\left(\|\mathcal{L}\|_{\infty} \leq 1\right)$ be the loss function, where $\widehat{M}(\cdot)$ may be either $\widehat{M}_{X}(x)$ or $\widehat{M}_{Y}(y)$, depending on whether we choose to observe $X$ or $Y$. How do we decide whether to choose $X$ or $Y$ when we do not know $\mathcal{L}$ ?

Blackwell [18] showed that if $X \succcurlyeq_{M} Y$, we can always attain a lower expected loss by choosing $X$. What happens when Blackwell sufficiency does not hold? Define the risk as the expected loss over either $X$ or $Y$ :

$$
\begin{equation*}
\mathcal{R}_{m}\left(P_{X \mid M}, \widehat{M}_{X}, \mathcal{L}\right):=\mathbb{E}_{X \sim P_{X \mid M=m}}\left[\mathcal{L}\left(\widehat{M}_{X}(X), m\right)\right] \tag{9}
\end{equation*}
$$

If Blackwell sufficiency does not hold, then the worst-case risk (over $M$ ) when you choose $X$ is at most that when you choose
$Y$, plus the Le Cam deficiency of $X$ [13], [14]. In other words, for any $m$ and for any $\widehat{M}_{Y}$, there exists an $\widehat{M}_{X}$ such that ${ }^{7}$

$$
\begin{align*}
\mathcal{R}_{m}\left(P_{X \mid M}, \widehat{M}_{X}, \mathcal{L}\right) \leq & \mathcal{R}_{m}\left(P_{Y \mid M}, \widehat{M}_{Y}, \mathcal{L}\right)  \tag{10}\\
& +\delta^{\mathrm{LeCam}}(M: Y \backslash X)
\end{align*}
$$

Raginsky [20] showed how alternative measures like the KL-divergence may be used in place of the total variation distance in (8), while preserving the aforementioned risk-based operational interpretation. In that work, Raginsky preserved the frequentist setting, taking the worst case divergence between $P_{X^{\prime} \mid Y} \circ P_{Y \mid M=m}$ and $P_{X \mid M=m}$, over all realizations of $M$. However, for PIDs, $M$ is a random variable and thus it makes more sense to consider the expected divergence over different values of $M$. This is what Banerjee et al. [3] did, in proposing the weighted output deficiency stated in Definition 1. They also showed that the decision-theoretic operational interpretation extends to the new deficiency definition $\delta(M: X \backslash Y)$ [3, Prop. 8]. We restate this theorem here, and provide a proof in Appendix A [1] for completeness.

Theorem 1 (Prop. 8 in [3]). Let the average risk be given by

$$
\begin{equation*}
\overline{\mathcal{R}}\left(P_{X \mid M}, \widehat{M}_{X}, \mathcal{L}\right):=\mathbb{E}_{M, X}\left[\mathcal{L}\left(\widehat{M}_{X}(X), M\right)\right] \tag{11}
\end{equation*}
$$

Then, for any $\widehat{M}_{Y}$, there exists an $\widehat{M}_{X}$ such that

$$
\begin{align*}
\overline{\mathcal{R}}\left(P_{X \mid M}, \widehat{M}_{X}, \mathcal{L}\right) \leq & \overline{\mathcal{R}}\left(P_{Y \mid M}, \widehat{M}_{Y}, \mathcal{L}\right)  \tag{12}\\
& +g(\delta(M: Y \backslash X))
\end{align*}
$$

where $g(\cdot)$ is a monotonically increasing function.

## B. $U I^{\delta}$ and $\widetilde{U I}$ upper bound the difference in risk

Despite the existence of a clear operational interpretation for deficiency as defined in Definition 1, the $\delta$-PID, which arises out of deficiency, still needs an interpretation. In particular, we need to address what happens after we symmetrize the redundancy in Equation (5). ${ }^{8}$

Corollary 2. $U I^{\delta}$ may be used in place of $\delta$ in Theorem 1.
Proof. The unique information upper bounds the deficiency:

$$
\begin{align*}
U I^{\delta} & (M: Y \backslash X) \\
& =I(M ; Y)-R I^{\delta}(M: X ; Y)  \tag{13}\\
& =\max \{\delta(M: Y \backslash X), \\
& \quad \delta(M: X \backslash Y)+I(M ; Y)-I(M ; X)\}  \tag{14}\\
& \geq \delta(M: Y \backslash X) \tag{15}
\end{align*}
$$

The rest follows from the fact that $g(\cdot)$ is a monotonically increasing function.

Thus, the decision-theoretic operational interpretation also applies to the unique information of the $\delta$-PID, although the bound that it implies may be somewhat loose.
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Fig. 1: A depiction of the cyan region problem described in Section III-C for the $\delta$-PID. The two bars represent the quantity of mutual information $M$ has with $X$ and $Y$ respectively; the green and yellow portions represent how much of that information is the deficiency; and the red portion represents the symmetrized redundancy. The cyan region is part of the unique information in $X$, but cannot be accounted for by deficiency.

The unique information of the $\sim-\mathrm{PID}, \widetilde{U I}_{Y}$, also acts as an upper bound for the difference in risk when choosing $X$ rather than $Y$ in the decision problem from Definition 5.
Corollary 3. $\widetilde{U I}$ may be used in place of $\delta$ in Theorem $1 .{ }^{9}$
Proof. This follows directly from a result of Bertschinger et al. [4], which states that $\widetilde{U I}$ upper bounds the unique information of any other PID definition that satisfies what they call "Assumption (*)". According to this assumption, a definition of unique information should depend only on $P_{M}, P_{X \mid M}$ and $P_{Y \mid M}$, and not on the whole joint distribution $P_{M X Y}$. Since the $\delta$-PID satisfies Assumption (*), we have that $\widetilde{U I}_{Y} \geq U I_{Y}^{\delta}$, which, along with Corollary 2 , completes the proof. However, the upper bound may once again be loose.

## C. An unbridged gap in the decision-theoretic interpretation

For both $U I^{\delta}$ and $\widetilde{U I}$, the decision-theoretic operational interpretation does not yield a tight bound. In fact, one of two unique informations, $U I_{X}$ or $U I_{Y}$, is guaranteed to be loose in this way. Taking the case of $U I^{\delta}$, which has the tighter of the two bounds, we can quantify the extent of slack as follows: suppose that $I(M ; X)-\delta(M: X \backslash Y)>I(M ; Y)-\delta(M:$ $Y \backslash X)$. Then, $R I^{\delta}(M: X ; Y)=I(M ; Y)-\delta(M: Y \backslash X)$, and thus

$$
\begin{align*}
& U I^{\delta}(M: Y \backslash X)=\delta(M: Y \backslash X)  \tag{16}\\
& U I^{\delta}(M: X \backslash Y)=\delta(M: Y \backslash X)+I(M ; X)-I(M ; Y)
\end{align*}
$$

In other words, the excess quantity added to $U I^{\delta}(M: X \backslash Y)$, over and above the deficiency is

$$
\begin{align*}
\operatorname{Cyan}(M: X \backslash Y):= & I(M ; X)-\delta(M: X \backslash Y) \\
& -I(M ; Y)+\delta(M: Y \backslash X) \tag{17}
\end{align*}
$$

For lack of a better name, we call this the "cyan region", due to how it is depicted in Figure 1. It is completely unclear what the interpretation of Cyan $(M: X \backslash Y)$ ought to be, and why this information should be considered unique to $X$ (see Figure 1).

Essentially, we pay the cost of a loose bound in $U I(M$ : $X \backslash Y)$, and the extent of slack does not have a clear justification in and of itself. This is a gap in our decision-theoretic understanding the interpretation of unique information, which we leave to future work to fill.

[^4]
## D. A connection between the $\sim-P I D$ and the $\delta-P I D$

We now present a previously unidentified connection between these two PIDs, and use this connection to develop an intuitive, albeit informal, interpretation for both PIDs.

First, observe that the $\delta$-PID can be thought of as optimizing $P_{X^{\prime} \mid M Y}$ instead of $P_{X^{\prime} \mid Y}$, so long as we include the constraint that $M-Y-X^{\prime}$ forms a Markov chain. This constraint can also be written as $I\left(M ; X^{\prime} \mid Y\right)=0$. Thus, abbreviating $P_{X^{\prime} \mid Y} \circ P_{Y \mid M}$ as $P_{X^{\prime} \mid M}$, we can rewrite the deficiency from Equation (4) as:

$$
\begin{array}{r}
\delta(M: X \backslash Y)=\inf _{P_{X^{\prime} \mid M Y}} \mathbb{E}_{M}\left[D_{K L}\left(P_{X \mid M} \| P_{X^{\prime} \mid M}\right)\right]  \tag{18}\\
\text { s.t. } \quad I\left(M ; X^{\prime} \mid Y\right)=0 .
\end{array}
$$

Next, we show that the definition of $\sim-$ PID can also be rewritten into a similar form. The optimization variable $Q$ in Definition 2 obeys the constraints that $Q_{M X}=P_{M X}$ and $Q_{M Y}=P_{M Y}$. Suppose we change notation by introducing a new random variable $X^{\prime}$ using the stochastic transformation $P_{X^{\prime} \mid M Y}$, but which also obeys $P_{X^{\prime} M}=P_{X M}$-or equivalently, $P_{X^{\prime} \mid M}=P_{X \mid M}$. Then, the distribution $P_{M X^{\prime} Y}$ plays exactly the same role as $Q_{M X Y}$, and obeys precisely the same constraints. Thus, the $\sim-$ PID definition can also be written as:

$$
\begin{align*}
\widetilde{U I}(M: X \backslash Y)= & \inf _{P_{X^{\prime} \mid M Y}} I\left(M ; X^{\prime} \mid Y\right)  \tag{19}\\
\text { s.t. } & \mathbb{E}_{M}\left[D_{K L}\left(P_{X \mid M} \| P_{X^{\prime} \mid M}\right)\right]=0
\end{align*}
$$

where the constraint $P_{X^{\prime} \mid M}=P_{X \mid M}$ has been expressed in terms of zero expected KL-divergence between the channels.

Equations (18) and (19) reveal the remarkable similarity between the $\delta$ - and $\sim-$ PIDs. The two PIDs are essentially optimizing over the same quantities, but in effect, interchange objective and constraint.

## E. Clarifying the connection to Blackwell sufficiency, and a new informal interpretation

Using the newfound connection between the $\delta$ - and $\sim-$ PIDs, we can clarify their connection to Blackwell sufficiency, and provide an informal interpretation.

First, Blackwell sufficiency can be re-understood as follows. $Y \succcurlyeq_{M} X$ if two requirements are met: (i) there must exist a random variable $X^{\prime}$ that is derived from $Y$ through the stochastic transformation $P_{X^{\prime} \mid Y}$, i.e., $M-Y-X^{\prime}$ must be a Markov chain; and (ii) $X^{\prime}$ must act as a "copy" of $X$ w.r.t. $M$, in the sense that $P_{X^{\prime} \mid M}=P_{X \mid M} \cdot{ }^{10}$

When $Y \not \not_{M} X$, the $\delta$-PID and the $\sim$-PID quantify departures from Blackwell sufficiency in two different ways (also see Figure 2): (i) the $\delta$-PID enforces the Markov chain and measures how far we are from a copy (refer Eq. 18); (ii) the ~-PID enforces the copy and measures how far we are from having a Markov chain (refer Eq. 19). This unified explanation of the $\delta$ - and $\sim$-PIDs has not been identified in the literature previously, to our knowledge.

We can also use this picture to offer a new informal interpretation. If Alice and Bob opt for $X$ and $Y$ respectively

[^5]

Fig. 2: A depiction of the informal interpretations of the $\delta$ - and $\sim-$ PIDs, as described in Section III-E. (Left) The $\delta$-PID enforces the Markov chain $M-Y-X^{\prime}$, and measures how far $X^{\prime}$ is from a copy of $X$, i.e., it measures the divergence between $P_{X \mid M}$ and $P_{X^{\prime} \mid M}$. (Right) The $\sim$-PID breaks the Markov chain by allowing bits of $M$ to leak to $X^{\prime}$ outside of $Y$, however, it enforces that $X^{\prime}$ is a copy of $X . \widetilde{U I}_{X}$ measures the minimum number of bits $X^{\prime}$ needs to borrow from $M$ along the dashed line, so that $P_{X^{\prime} \mid M}$ is a copy of $P_{X \mid M}$.
in the decision problem of Definition 5, the deficiency $\delta_{X}$ measures the closest that Bob can come to emulating Alice (on average, for the worst loss $\mathcal{L}$ for Bob). On the other hand, $\widetilde{U I}_{X}$ measures the minimum number of bits Bob needs to borrow from $M$ in order to emulate Alice perfectly (Figure 2).

Remark. Banerjee et al. [3] also present another variant of deficiency, which they call the weighted input deficiency. They show that it induces a PID just as in Definition 1, and that this PID is identical to another early and well-known PID proposed by Harder et al. [21]. Despite the similarity between the two deficiency notions, however, the PID based on input deficiency is not Blackwellian [3, Ex. 28(b)]. Thus, the connection presented here cannot be extended to the PID based on input deficiency.

## F. A novel generalization of the $\delta$ - and $\sim-P I D s$

The connection identified above also allows us to generalize both definitions using a single Lagrangian form:

$$
\begin{gather*}
\delta^{\lambda}(M: X \backslash Y):=\inf _{P_{X^{\prime} \mid M Y}} \mathbb{E}_{M}\left[D_{K L}\left(P_{X \mid M} \| P_{X^{\prime} \mid M}\right)\right]  \tag{20}\\
+\lambda I\left(M ; X^{\prime} \mid Y\right) .
\end{gather*}
$$

As $\lambda \rightarrow \infty$ in the Equation (20), we get the $\delta$-PID, and as $\lambda \rightarrow 0$, we get the $\sim-$ PID. This new $\delta^{\lambda}$-PID has to be written in terms of a deficiency and then symmetrized as in Definition 1, since its redundancy will not be symmetric in general.

## IV. Capturing the Unique Information

In Section III, we discussed operational interpretations for the quantity of unique information in two closely related PID definitions. However, both of these definitions are statistical rather than structural, i.e., they do not tell us what the unique information is. This could be relevant in a number of settings, such as for fairness in Machine Learning, as motivated in our previous work [15].

In this section, we propose a new PID definition that is able to capture the unique information in the form of a random variable. The quantity of unique information also has a simple operational interpretation in terms of mutual information.

Definition 6 (I-PID). Let the information deficiency of $Y$ with respect to $X$ about $M$ be given by

$$
\begin{equation*}
\delta^{I}(M: X \backslash Y):=\sup _{P_{T \mid M} \in \mathcal{C}(\mathrm{~T} \mid \mathrm{M})} I(T ; X)-I(T ; Y) . \tag{21}
\end{equation*}
$$

Here, $T$ is a random variable produced through the stochastic transformation $P_{T \mid M}$, and satisfies the Markov chain $T-M-$ $(X, Y)$. Then, the redundant information may be defined as

$$
\begin{align*}
R I^{I}(M: X ; Y)=\min \{ & I(M ; X)-\delta^{I}(M: X \backslash Y) \\
& \left.I(M ; Y)-\delta^{I}(M: Y \backslash X)\right\} \tag{22}
\end{align*}
$$

This definition is appealing, since it captures the basic intuition that if $X$ has unique information about $M$ with respect to $Y$, that means that $X$ has information about some "part" of $M$ which $Y$ does not have access to. In practice, this could mean that $X$ is able to access entire "dimensions" of $M$ that $Y$ cannot, or it could mean that $X$ has access to some of the same dimensions of $M$ as $Y$, but with lower noise, or it could be a combination of these factors. In this definition, the stochastic transformation $P_{T \mid M}$ plays the role of extracting these "parts" of $M$, which $X$ has access to, but $Y$ does not. The random variable $T$ corresponding to the optimal $P_{T \mid M}$ tells us the "parts" (or subspaces) of $M$ in which $X$ has unique information w.r.t. $Y$.
The operational interpretation for the unique information of the $I$-PID is simply this: $U I_{X}^{I}$ is the maximum information about $M$ which you can extract from $X$, which you cannot simultaneously get from $Y$. That is, for any (possibly stochastic) function $f$ that depends only on $M$, we will always have

$$
\begin{equation*}
I(f(M) ; X) \leq I(f(M) ; Y)+U I^{I}(M: X \backslash Y) \tag{23}
\end{equation*}
$$

However, this definition also suffers from the cyan region problem described in Section III-C. This is one area where we still need to work on understanding its interpretation.

In what follows, we prove some basic properties about the $I$-PID, and show that it is Blackwellian for Gaussian $P_{M X Y}$.

Theorem 4 (Non-negativity and bounds on the $I$-PID). The I-PID atoms can be shown to be non-negative:

$$
\begin{array}{ll}
U I^{I}(M: X \backslash Y) \geq 0 & R I^{I}(M: X ; Y) \geq 0 \\
U I^{I}(M: Y \backslash X) \geq 0 & S I^{I}(M: X ; Y) \geq 0
\end{array}
$$

The I-PID also satisfies the natural bounds:

$$
\begin{aligned}
& U I^{I}(M: X \backslash Y), R I^{I}(M: X ; Y) \leq I(M ; X) \\
& U I^{I}(M: X \backslash Y), S I^{I}(M: X ; Y) \leq I(M ; X \mid Y) .
\end{aligned}
$$

Theorem 5 (The $I$-PID is Blackwellian for Gaussian $P_{M X Y}$ ). If $P_{M X Y}$ is jointly Gaussian, then the I-PID unique information satisfies:

$$
\begin{equation*}
U I^{I}(M: X \backslash Y)=0 \quad \Leftrightarrow \quad Y \succcurlyeq_{M} X \tag{24}
\end{equation*}
$$

Proofs of these theorems are presented in Appendix B [1]. In particular, Theorem 5 implies that prior results we have shown for Gaussian distributions [16] are also applicable to the $I$-PID. We conjecture that Theorem 5 can be generalized, i.e., the $I$-PID is Blackwellian in general, but leave an investigation of this to future work.

Also highly relevant are properties such as continuity and additivity [22]. As such, these are beyond the scope of the current paper, and we leave their examination to future work.
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## Appendix A <br> Proof of Theorem 1

Proof. Consider the difference in average risks:

$$
\begin{align*}
& \overline{\mathcal{R}}( \left.P_{X \mid M}, \hat{M}_{X}, \mathcal{L}\right)-\overline{\mathcal{R}}\left(P_{Y \mid M}, \hat{M}_{Y}, \mathcal{L}\right)  \tag{25}\\
&=\mathbb{E}_{M}\left[\mathbb{E}_{X \mid M}\left[\mathcal{L}\left(\hat{M}_{X}(X), M\right)\right]-\mathbb{E}_{Y \mid M}\left[\mathcal{L}\left(\hat{M}_{Y}(Y), M\right)\right]\right] \\
&=\mathbb{E}_{M}[ \int P_{X \mid M} \cdot \mathcal{L}\left(\hat{M}_{X}(X), M\right) d x \\
& \quad-\int P_{Y^{\prime} \mid M} \circ P_{X \mid M} \cdot \mathcal{L}\left(\hat{M}_{Y}(Y), M\right) d y \\
& \quad+\int P_{Y^{\prime} \mid M} \circ P_{X \mid M} \cdot \mathcal{L}\left(\hat{M}_{Y}(Y), M\right) d y \\
&\left.\quad-\int P_{Y \mid M} \cdot \mathcal{L}\left(\hat{M}_{Y}(Y), M\right) d y\right] \tag{26}
\end{align*}
$$

Now, the last two terms of this expression can be bounded using the bound on $\mathcal{L}$ and the total variation distance:

$$
\begin{align*}
& \mathbb{E}_{M}\left[\int P_{Y^{\prime} \mid M} \circ P_{X \mid M} \cdot \mathcal{L}\left(\hat{M}_{Y}(Y), M\right) d y\right. \\
& \left.-\int P_{Y \mid M} \cdot \mathcal{L}\left(\hat{M}_{Y}(Y), M\right) d y\right]  \tag{27}\\
& \quad=\mathbb{E}_{M} \int\left(P_{Y^{\prime} \mid M} \circ P_{X \mid M}-P_{Y \mid M}\right) \cdot \mathcal{L}\left(\hat{M}_{Y}(Y), M\right) d y \\
& \quad \stackrel{(a)}{\leq}\|\mathcal{L}\|_{\infty} \cdot \mathbb{E}_{M}\left\|P_{Y^{\prime} \mid M} \circ P_{X \mid M}-P_{Y \mid M}\right\|_{T V} \\
& \quad \stackrel{(b)}{\leq}\|\mathcal{L}\|_{\infty} \cdot \frac{1}{\sqrt{2}} \mathbb{E}_{M} \sqrt{D_{K L}\left(P_{Y \mid M} \| P_{Y^{\prime} \mid M} \circ P_{X \mid M}\right)}  \tag{28}\\
& \quad \stackrel{(c)}{\leq}\|\mathcal{L}\|_{\infty} \cdot \sqrt{\frac{1}{2}} \mathbb{E}_{M} D_{K L}\left(P_{Y \mid M} \| P_{Y^{\prime} \mid M} \circ P_{X \mid M}\right)  \tag{29}\\
& \stackrel{(d)}{=}\|\mathcal{L}\|_{\infty} \cdot g(\delta(M: Y \backslash X)) \tag{30}
\end{align*}
$$

where in (a) we have used the bound on $\mathcal{L}$ and the definition of the total variation norm, in (b) we have used Pinsker's inequality [23, Lemma 2.5], in (c) we have used Jensen's inequality [24, Thm. 2.6.2], and in (d), we have set $g(z):=$ $\sqrt{z / 2}$.

It only remains to be shown that the first two terms of the expression in Equation (26) can be upper bounded by zero. Examining the first two terms, for any $\hat{M}_{Y}(y)$, we can derive a stochastic action rule, $\hat{M}_{X}(x)$ that will attain the same risk: we can first draw $\tilde{y} \sim P_{Y^{\prime} \mid X}$ and then select the action $\hat{M}_{Y}(\tilde{y})$. Thus,

$$
\begin{align*}
& \mathbb{E}_{M}\left[\int P_{X \mid M} \cdot \mathcal{L}\left(\hat{M}_{X}(X), M\right) d x\right.  \tag{32}\\
& \left.\quad-\int P_{Y^{\prime} \mid M} \circ P_{X \mid M} \cdot \mathcal{L}\left(\hat{M}_{Y}(Y), M\right) d y\right] \leq 0
\end{align*}
$$

which completes the proof.

## Appendix B

Proofs of Theorems 4 and 5
Proof of Theorem 4. First, observe that

$$
\begin{align*}
\delta^{I}(M: X \backslash Y) & :=\sup _{T} I(T ; X)-I(T ; Y)  \tag{33}\\
& \geq I(0 ; X)-I(0 ; Y)=0 . \tag{34}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
I(T ; X)-I(T ; Y) \leq I(T ; X) \leq I(M ; X) \tag{35}
\end{equation*}
$$

where the last inequality follows by the data processing inequality and the Markov chain $T-M-(X, Y)$. Thus,

$$
\begin{align*}
\delta^{I}(M: X \backslash Y) & \leq I(M ; X)  \tag{36}\\
0 \leq I(M ; X)-\delta^{I}(M: X \backslash Y) & \leq I(M ; X)  \tag{37}\\
0 \leq I(M ; Y)-\delta^{I}(M: Y \backslash X) & \leq I(M ; Y) \tag{38}
\end{align*}
$$

This implies

$$
\begin{gather*}
0 \leq R I^{I}(M: X ; Y) \leq \min \{I(M ; X), I(M ; Y)\}  \tag{39}\\
0 \leq U I^{I}(M: X \backslash Y) \leq I(M ; X)  \tag{40}\\
0 \leq U I^{I}(M: Y \backslash X) \leq I(M ; Y) \tag{41}
\end{gather*}
$$

Furthermore,

$$
\begin{align*}
I(T ; X)-I(T ; Y)= & I(T ;(X, Y))-I(T ; Y \mid X)  \tag{42}\\
& -I(T ;(X, Y))+I(T ; X \mid Y) \\
= & I(T ; X \mid Y)-I(T ; Y \mid X)  \tag{43}\\
\leq & I(T ; X \mid Y) \leq I(M ; X \mid Y) \tag{44}
\end{align*}
$$

where in the very last inequality follows from the fact that $T \Perp(X, Y) \mid M$ and the data processing inequality [24, Ch. 2]. This may not be obvious, but it follows the same proof as the data processing inequality:

$$
\begin{align*}
I(T, M ; X \mid Y) & =I(T ; X \mid Y)+I(M ; X \mid Y, T)  \tag{45}\\
& =I(M ; X \mid Y)+I(T ; X \mid Y, M) \tag{46}
\end{align*}
$$

From this it follows that

$$
\begin{array}{r}
I(T ; X \mid Y)+I(M ; X \mid Y, T) \stackrel{(a)}{=} I(M ; X \mid Y) \\
I(T ; X \mid Y) \stackrel{(b)}{\leq} I(M ; X \mid Y) \tag{48}
\end{array}
$$

where (a) follows from the fact that $I(T ; X \mid Y, M)=0$ since $T \Perp(X, Y) \mid M$, while (b) uses $I(M ; X \mid Y, T) \geq 0$. This justifies Equation (44), which implies

$$
\begin{align*}
& \delta^{I}(M: X \backslash Y) \leq I(M ; X \mid Y)  \tag{49}\\
& \delta^{I}(M: Y \backslash X) \leq I(M ; Y \mid X) \tag{50}
\end{align*}
$$

If $U I^{I}(M: X \backslash Y)=\delta^{I}(M: X \backslash Y)$, then $S I^{I}(M: X ; Y)=$ $I(M ; X \mid Y)-\delta^{I}(M: X \backslash Y) \geq 0$, and $S I \leq I(M ; X \mid Y)$. This shows that all terms in the $I$-PID are non-negative and bounded.
Proof of Theorem 5. We need to show that when $P_{M X Y}$ is jointly Gaussian,

$$
\begin{equation*}
U I_{X}^{I}=0 \quad \Leftrightarrow \quad Y \succcurlyeq_{M} X \tag{51}
\end{equation*}
$$

$(\Leftarrow)$ Observe that the $I$-PID satisfies Assumption $(*)$ from Bertschinger et al. [4], i.e., $U I_{X}$ is a function only of $P_{M}$, $P_{X \mid M}$ and $P_{Y \mid M}$. Thus, by [4, Lemma 3], $U I_{X}^{I} \leq \widetilde{U I}_{X}$. Since the $\sim-$ PID is Blackwellian, $Y \succcurlyeq_{M} X \Leftrightarrow \widetilde{U I_{X}}=0 \Rightarrow$ $U I_{X}^{I}=0$

This part of the proof holds irrespective of the distribution of $P_{M X Y}$.
$(\Rightarrow)$ Now, suppose $P_{M X Y}$ is Gaussian. Then it suffices to show that whenever $Y \nsucccurlyeq_{M} X, \exists P_{T \mid M}$ such that $I(T ; X)$ $I(T ; Y)>0$, to ensure that $U I_{X}^{I}>0$.

Following the notation of [16], let $\Sigma_{M X Y}$ be represent the joint covariance matrix (which fully specifies information measures on the joint distribution), let $\Sigma_{X \mid M}$ represent the conditional covariance matrix of $X$ given $M$ and let $\Sigma_{X, Y}$ represent the cross-covariance of $X$ and $Y$. Let $\Lambda_{X}:=$ $\Sigma_{X, M}^{\top} \Sigma_{X \mid M}^{-1} \Sigma_{X, M}$ and $\Lambda_{Y}:=\Sigma_{Y, M}^{\top} \Sigma_{Y \mid M}^{-1} \Sigma_{Y, M}$. Then, [16, Theorem 2], states

$$
\begin{equation*}
Y \succcurlyeq_{M} X \quad \Leftrightarrow \quad \Lambda_{Y} \succcurlyeq \Lambda_{X} \tag{52}
\end{equation*}
$$

where for positive semidefinite matrices $A$ and $B, A \succcurlyeq B$ denotes that $A-B$ is positive semidefinite.

Consider $P_{T \mid M}$ to be a normal distribution, given by $\mathcal{N}\left(H_{T} M, \Sigma_{T \mid M}\right)$. Further, we can assume without loss of generality that $\Sigma_{M}=I$. Then, $\Sigma_{T, X}=H_{T} \Sigma_{M} \Sigma_{M, X}=$ $H_{T} \Sigma_{X, M}^{\top}$. The mutual information between $T$ and $X$ is given by:

$$
\begin{align*}
& I(T ; X) \\
& \quad=\frac{1}{2} \log \operatorname{det}\left(I+\Sigma_{T}^{-1} H_{T} \Sigma_{X, M}^{\top} \Sigma_{X \mid M}^{-1} \Sigma_{X, M} H_{T}^{\top}\right)  \tag{53}\\
& \quad=\frac{1}{2} \log \operatorname{det}\left(I+\Sigma_{T}^{-1 / 2} H_{T} \Sigma_{X, M}^{\top} \Sigma_{X \mid M}^{-1} \Sigma_{X, M} H_{T}^{\top} \Sigma_{T}^{-1 / 2}\right)  \tag{54}\\
& \quad=\frac{1}{2} \log \operatorname{det}\left(I+\Sigma_{T}^{-1 / 2} H_{T} \Lambda_{X} H_{T}^{\top} \Sigma_{T}^{-1 / 2}\right) \tag{55}
\end{align*}
$$

Then,

$$
\begin{align*}
\delta(M: X \backslash Y)= & \frac{1}{2} \log \operatorname{det}\left(I+\Sigma_{T}^{-\frac{1}{2}} H_{T} \Lambda_{X} H_{T}^{\top} \Sigma_{T}^{-\frac{1}{2}}\right)  \tag{56}\\
& -\frac{1}{2} \log \operatorname{det}\left(I+\Sigma_{T}^{-\frac{1}{2}} H_{T} \Lambda_{Y} H_{T}^{\top} \Sigma_{T}^{-\frac{1}{2}}\right)
\end{align*}
$$

If $Y \not \not_{M} X$, then $\Lambda_{Y} \not \Lambda_{X}$, i.e., $\exists c \in \mathbb{R}$ s.t.

$$
\begin{equation*}
c^{\top} \Lambda_{X} c>c^{\top} \Lambda_{Y} c \tag{57}
\end{equation*}
$$

Letting $\Sigma_{T}=I$ and $H_{T}=c$, we have that

$$
\begin{align*}
1+c^{\top} \Lambda_{X} c & >1+c^{\top} \Lambda_{Y} c  \tag{58}\\
\operatorname{det}\left(1+c^{\top} \Lambda_{X} c\right) & >\operatorname{det}\left(1+c^{\top} \Lambda_{Y} c\right)  \tag{59}\\
\frac{1}{2} \log \operatorname{det}\left(1+c^{\top} \Lambda_{X} c\right) & >\frac{1}{2} \log \operatorname{det}\left(1+c^{\top} \Lambda_{Y} c\right) \tag{60}
\end{align*}
$$

This implies

$$
\begin{align*}
\frac{1}{2} \log \operatorname{det}\left(1+c^{\top} \Lambda_{X} c\right)- & \frac{1}{2} \log \operatorname{det}\left(1+c^{\top} \Lambda_{Y} c\right) \tag{61}
\end{align*}>0
$$

Recognizing that $U I^{\delta}(M: X \backslash Y) \geq \delta(M: X \backslash Y)$ (see Equation (15)), this completes the proof.


[^0]:    ${ }^{1}$ For example, Kolchinsky [11] uses it to operationalize measures of redundancy and "union" information.

[^1]:    ${ }^{2}$ Typically, it is also assumed that the redundant and synergistic components are symmetric in $X$ and $Y$.

[^2]:    ${ }^{3}$ Deficiency was introduced by Le Cam to quantify a departure from Blackwell sufficiency.
    ${ }^{4}$ The reason for this notation is that the deficiency of $Y$ w.r.t. $X$ translates to the unique information present in $X$ and not in $Y$.
    ${ }^{5}$ Also called the BROJA-PID in the literature after the authors of [4].
    ${ }^{6}$ Blackwell sufficiency is identical to the concept of stochastic degradedness of broadcast channels [16].

[^3]:    ${ }^{7}$ Recall that the deficiency in $X$ is denoted $\delta(M: Y \backslash X)$, because it corresponds to the unique information in $Y$.
    ${ }^{8}$ This symmetrization step is required because $I(M ; X)-\delta(M: X \backslash Y)$ is not always symmetric in $X$ and $Y$. Interestingly, this issue does not arise in the case of the $\sim-$ PID, which has an intrinsically symmetric redundancy [4].

[^4]:    ${ }^{9}$ Corollaries 2 and 3 are implicit in [3]; we make these explicit here to emphasize the usefulness of this interpretation.

[^5]:    ${ }^{10}$ This is equivalent to the "simulatable" notion presented in [3, Defn. 38].

